DALMOOC Week 8 - LightSide - Some Text Mining
14.12.14 / Ingrid Dethloff http://blog.idethloff.de

LightSide’s Example Dataset “sentiment_sentences”

e 10662 instances, two columns: class (neg/pos) and text
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1 [class ltext
2 |neg simplistic, silly and tedious.
3 |neg it's so laddish and juvenile, only teenage boys could possibly find it funny .
4 neg exploitative and largely devoid of the depth or sophistication that would make watching such a graphic treatment of the crimes bearable .
5 neg [garbus] discards the potential for pathological study , exhuming instead , the skewed melodrama of the circumstantial situation .
6 neg avisually flashy but narratively opague and emotionally vapid exercise in style and mystification .
7 |neg the story is also as unoriginal as they come, already having been recycled more times than i'd care to count .
8 neg aboutthe only thing to give the movie points for is bravado -- to take an entirely stale concept and push it through the audience's meat grind
9 |neg notsomuch farcical as sour.
10 neg unfortunately the story and the actors are served with a hack script .
11 neg all the more disquieting for its relatively gore-free allusions to the serial murders , but it falls down in its attempts to humanize its subject.
12 \neg asentimental mess that never rings true .
13 neg while the performances are often engaging , this loose collection of largely improvised numbers would probably have worked better as a on
14 |neg interesting, but not compelling .
15 neg on a cutting room floor somewhere lies .. . . footage that might have made no such thing a trenchant, ironic cultural satire instead of a frustra
16 neg while the ensemble player who gained notice in guy ritchie's lock , stock and two smoking barrels and snatch has the bod, he's unlikely to be
17 \neg there is a difference between movies with the courage to go over the top and movies that don't care about being stupid
18 neg nothing here seems as funny as it did in analyze this , not even joe viterelli as de niro's right-hand goombah .
19 \neg such master screenwriting comes courtesy of john pogue , the yale grad who previously gave us the skulls and last year's rollerball . enougk
20 \neg here , common sense flies out the window , along with the hail of bullets , none of which ever seem to hit sascha .
21 neg this 100-minute movie only has about 25 minutes of decent material .
22 \neg the execution is so pedestrian that the most positive comment we can make is that rob schneider actually turns in a pretty convincing perfon
23 neg onitsown,it's not very interesting . as a remake , it's a pale imitation .
24 neg it shows that some studios firmly believe that people have lost the ability to think and will forgive any shoddy product as long as there's a liti
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LightSide: Feature Extractor Plugins = Basic Features

01) Unigrams & Logistic Regression

Configure Basic Features = Unigrams & Include Punctuation & Track Feature Hit Location

Build Models = Logistic Regression & Cross Validation 10fold

=> Result: 4485 Features // Accuracy = 0,759 // Kappa = 0,518

Feature Tables: i)

=l [B] X

FEATURE_TABLE
~ Documents: sentiment_sentences.csv
|4l Feature Plugins: basic
=[] Feature Table: 1grams
-..4485 features
Class: dass
“.-Type: nominal

Learning Plugin:

() Naive Bayes

(®) Logistic Regression

() Linear Regression

() Support Vector Machines
(") Decision Trees

() Weka (Al

Configure Logistic Regression
(®) L2 Regularization
() L1 Regularization

() L2 Regularization (Dual)

Evaluation Options:
(®) Cross-Validation
() Supplied Test Set
() No Evaluation

Fold Assignment:
(®) Random

By Annotation:

By File
Number of Folds:
@ Auto

() Manual: 10

2 Train Name: |logit__igrams_1 \ [] Feature Selection

Trained Models: ﬁ =

|logit__1grams

|
|

Model Evaluation Metrics:

Model Confusion Matrix:

v [ H ][ X

TRAINED_MODEL
~ Documents: sentiment_sentences.csv
{3 Feature Plugins: basic
Feature Table: 1grams
L}, Learning Plugin: Logistic Regression
{2} validation: v
(-} Trained Model: logit__1grams

~

Metric

Act \Pred neg

ccuracy
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02) Unigram, Bigram, Trigram & Logistic Regression

Configure Basic Features = Unigrams, Bigrams, Trigrams & Include Punctuation & Track Feature
Hit Location

Build Models = Logistic Regression & Cross Validation 10fold

=>» 02a) Whole Feature space of 12620 Features // Accuracy = 0,765 // Kappa = 0,530

| Extract Features | Restructure Data | Buid Models | Explore Results | Compare Models | Predict Labels |

Learning Plugin: o .
() atve Beves Configure Logistic Regression
zgams  v| | H || X | | @Logstcregesson .
FEATURE TABLE () Linear Regression . @® L2Reguiarization
\ Documents: sentiment_sen sy (@) Suppor‘ ; t Vector Machines () L1Regularization
()| | Feature Plugins: basic (O Decision Trees e
-] Feature Table: 123grams (O Weka (Al () L2 Regularization (Dual)

Evaluation Options: Fold Assignment:
(®) Cross-Validation (®) Random
() Supplied Test Set () By Annotation:
() No Evaluation
) ByFile
Number of Folds:
(® Auto

() Manual: 10

& Train | tene Diresure sdcton

Trained Models: =

Model Evaluation Metrics: Model Confusion Matrix:

|logit__123grams vl | EX | [metric

TRAINED_MODEL A earacy.
Documents: sentiment_sentences.csv PP3
Feature Plugins: basic

Act \Pred neg
eg
S 1257

Learning Plugin: Logistic Regression
; validation: CV
=} Trained Model: logit__123grams
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=>» 02b) Feature Selection -> 3500 Features // Accuracy = 0,768 // Kappa = 0,537

Extract Features | Restructure Data | Build Models | Explore Resuits | Compare Models | Predict Labels|

Learning Plugin:

() Naive Bayes

(@) Logistic Regression

(O Linear Regression
Documents: sentiment_sentences.csv () Support Vector Machines
Feature Plugins: basic O Decision Trees

(O Weka (Al

12620 features
~Class: dass

Evaluation Options: Fold Assignment:
(®) Cross-Validation (® Random
() Supplied Test Set () By Annotation:

() No Evaluation
() ByFile
Number of Folds:
@ Auto
() Manual: 10

Configure Logistic Regression
(®) L2 Regularization
() L1Regularization
() L2 Regularization (Dual)

Nome: [ogt_izdgoms 2 | [¥JFeatre Socton %

Trained Models: = Model Evaluation Metrics:

Model Confusion Matrix:

logt_zzgrams 1 v|

Act \Pred

neg

TRAINED_MODEL

=

Documents: sentiment_sentences.csv

1211

Feature Plugins: basic

Learning Plugin: Logistic Regression
Wrapper Plugins: select
Validation: CV
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03) Model Comparison Unigrams / Unigrams, Bigrams, Trigrams
Number 01: Unigrams & Logistic Regression (All Features)
Number 02b: Unigrams, Bigrams, Trigrams & Logistic Regression & Feature Selection = 3500

=>» Significant Improvement (p=0,014%, t=2,468)
Model 01 predicted 1252 as positive and 1318 as negative when the data said the opposite
Model 02b predicted 1259 as positive and 1211 as negative when the data said the opposite

Extract Features | Restructure Data | Build Models | Explore Results | Compare Models | predict Labels |

Baseline Model:

Competing Model:

| logit__lgrams

| logit__123grams_1

[TRAIMED_MODEL
[ Documents: sentiment_sentences.csv
|j Feature Plugins: basic
Feature Table: 1grams
Learning Plugin: Logistic Regression
o Validation: CV
-] Trained Model: logit__1grams
Accuracy: 0,759
.Kappa: 0,518

v[B][x]

[TRAINED_MODEL
1./ Documents: sentiment_sentences.csv
|j Feature Plugins: basic
Feature Table: 123arams
Learning Plugin: Logistic Regression

@ Wrapper Plugins: select

", Validation: CV

- foldMethod: ALTO

--numFolds: 10

Comparison Plugin: |Basic Model Comparison

Baseline Model Metrics:

Competing Model Metrics:

Metric

Metric

couracy

Couracy

ppa

ppa

Baseline Confusion Matrix:

Competing Confusion Matrix:

Act |\ Pred
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Act \Pred

eg
s
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LightSide: Feature Extractor Plugins = Basic Features & Stretchy Patterns

04) Unigrams & Logistic Regression
01a) Configure Basic Features = Unigrams & Include Punctuation & Track Feature Hit Location
Configure Stretchy Patterns = (default Pattern Length=2-4 / Gap Length = 1-2) // Add

LightSide Categories negative.txt and positive.txt) // check off “Require at least one category
per pattern”

-> Result: 5134 Features

Extract Features | Restructure Data | Build Models I Explore Results I Compare Models | Predict Labels

SV Files: Feature Extractor Plugins: Pattern Length

7 8
Basic Features
sentiment_sentences.csv W | X D Character N-Grams —
DOCUMENT_LIST [] Column Features

- Documents: sentiment_sentences. csv [] Parse Features | &) About Stretchy Patterns |
- ["] Regular Expressions
Stretchy Patterns Indude surface words in patterns

Gap Length

[] Indude POS tags in patterns

Class: | dass

STRONG-MEG: [awful, bad, badly, disgusting, horrible,
poorly, terrible, worse, worst]

STRONG-POS: [amazing, awesome, best, better, brilliant
excellent. fantastic. alorious. aood. areat. outstanding. ¥

< >
text

equire at least one category per pattern
Require at least te te

Type: | NOMINAL

Text Fields:

Don'tindude surface/POS form
when a category matches

Categories match against surface words
[] Differentiate Text Fields —

= Extract Name: Rare Threshold: EI

Feature Table: |5-| Evaluations to Display: Features in Table:

stretch_1grams W E b 4 Target: | neg Search:

FEATURE _TABLE pasic Table Statistics Feature

+)-[ Documents: sentiment_sentences.csv D Carrelation 5 |GAF] STHUNG+HOS |

|} Feature Plugins: stretch basic [|F-5core 's [GAP] STRONG-POS film

=] Feature Table: stretch_1grams [[1Kappa 5 [GAP] & STRONG-POS
[ Predsion s @ STRONG-NEG
[ Recall 's @ STRONG-MEG sign
[ Target Hits 's a STRONG-POS
I:‘ Total Hits 5 just [GAP] STRONG-MNEG
s not [GAP] STRONG-NEG
s not [GAP] STRONG-POS
5 50 STRONG-NEG
5 the STRONG-POS v
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04b) Build Models = Logistic Regression & Cross Validation 10fold
=> Result: 5134 Features // Accuracy = 0,759 // Kappa = 0,517

04c) Build Models = Logistic Regression & Cross Validation 10fold & Feature Selection = 3500
=> Result: 3500 Features // Accuracy = 0,767 // Kappa = 0,535

Extract Features I Restructure Data | Build Models | Explore Results I Compare Models | Predict Labels

Feature Tables: |E‘|

|shetd'1_1grams v| | E | | X |

FEATURE_TABLE
v Documents: sentiment_sentences.csv
G Feature Plugins: stretch basic
E|-- Feature Table: stretch_lgrams

Learning Plugin:

() Naive Bayes

(®) Logistic Regression

() Linear Regression

() Support Vector Machines
() Decision Trees

) Weka (al)

Configure Logistic Regressiol
(@) L2 Regularization
() L1 Regularization
() L2 Regularization (Dual)

Evaluation Options: Fold Assignment:
(®) Cross-Validation (®) Random
() Supplied Test Set () By Annotation:
() No Evaluation
() By File
Mumber of Folds:
@ Auto

() Manual: 10

B Train MName: [] Feature Selection  #:

Trained Models: =

Model Evaluation Metrics:

Model Confusion Matrix:

logit__stretch_1gra... w E X

[TRAINED_MODEL ~
v Documents: sentiment_sentences.csv
E Feature Plugins: stretch basic
Feature Table: stretch_1grams
4 Learning Plugin: Logistic Regression
ﬁ Wrapper Plugins: select
i Validation: CV
: ldMathad: Al TO

Metric

Act | Pred neg

CCUracy

g
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05) Model Comparison Unigrams / Unigrams, Stretchy Patterns
Number 01: Unigrams & Logistic Regression (All Features)
Number 04c: Unigrams & Stretchy Patterns & Logistic Regression & Feature Selection = 3500

=>» Highly Significant Improvement (p=0,002%, t=3,14)
Model 01 predicted 1252 as positive and 1318 as negative when the data said the opposite
Model 04c predicted only 1200 as positive and 1280 as negative when the data said the opposite

Extract Features I Restructure Data | Build Models I Explore R.esulis| Compare Models | Predict Labels|

Baseline Model:

Competing Model:

| logit__1grams

| logit__stretch_1grams_1

[TRAINED_MODEL
Documents: sentiment_sentences.csv
ﬂ Feature Plugins: basic
Feature Table: 1grams
LE Learning Plugin: Logistic Regression
{7} validation: cv
E||g Trained Model: logit__1grams
: ~Accuracy: 0,759

[TRAINED_MODEL
" Documents: sentiment_sentences.csv
|_E Feature Plugins: stretch basic
Feature Table: stretch_1grams
LE Learning Plugin: Logistic Regression
|_§ Wrapper Plugins: select
7, Validation: CV
foldMethod: ALTO
numFolds: 10

Comparison Plugin: |Ba5ic Model Comparison

Baseline Model Metrics:

Competing Model Metrics:

Metric

Metric

couracy

Couracy

ppa

ppa

Baseline Confusion Matrix:

Competing Confusion Matrix:

Act | Pred
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06) Explore Feature Space Model 04c: Unigrams & Stretchy Features & Feature selection=3500
Configure Confusion matrix select: Data negative & Prediction Positive = 1200
Configure “Evaluations to Display”: check off “Frequency” and “Feature Weight” // Sorting by

Frequency

Configure “Exploration Plugin” = Documents Display // check off “Filter Documents by

selected feature” and “Documents from selected cell only”

@ LightSide = =
Extract Features | Restructure Data | Build Models | Explore Results | Compare Models | Predict Labels
Highlight: _—!] Cell Highlight: Features in Table: &
logit_stretch_lgrams_1 w = b 4 Act \Pred neg pos Search:
TRAINED_MODEL eg [@FE [@® 1200 Frequency Feature Weight
| Documents: sentiment_sentences.csv 05 |[~] L |O Sl 1144 i ~
‘_A Feature Plugins: stretch basic 742 0,1756
=] Feature Table: stretch_1grams 724 2
7 Learning Plugin: Logistic Regression 513 0,1253
'} Wrapper Plugins: select 545 0,3116
B‘_\é Validation: CV 530 0,0778
390 -0,1461
376 0,0485
Evaluations to Display: 352 ?
(-2 Trained Model: logit__stretch_igrams_1
& o —grams_ [T Horizontal Difference 346 0,1006
[] vertical Absolute Difference i?; 2’1534
Vertical Diffe
[] vertical | rence EEn 01966
Model Analysis 01 02508
[ Feature Influence T 01283
[ Feature Selection Z
weight 179 -0,0892
Feature Weig TS B v
Exploration Plugin: | Documents Display Y] ‘
Filter documents by selected feature
[ Reverse document fiter Instance 1 (Predicted pos, Actual neg)
Documents from selected cell only it's =so laddish and juvenile , only teenage boys could possibly fi &
nd it fonnw
Instance Predicted  Actual Text
[V 1 pos neg it's 50 ladd...
[]12 pos neg interestin...
26 pos neg our cultur...
[132 pos neg payami tri...
[]39 pos neg curling ma...
[]42 pos neg the effort ...
[]55 pos neg anodd , h...
[]56 pos neg though he...
57 pos neg pascale b...
179 pos neg takes one ...
oo i
&) Get Support =L Multithreaded 0,3GBused, 1,0GEmax [J

Task: Use this interface to explore which features got the most weight in your model. It’s most

important to consider features that both got a lot of weight and occurred more than just a couple of

times. Which features were most important? What did the stretchy pattern features add?

Data negative & predicted positive

e Aslincluded punctuation in the Basic Features Extraction, these (period, comma) have the

highest frequency and lowest or no weight at all. Other features with a high number for false

positives (frequency /weight) are: “you” (=135 / 0,54 -> normally positive term), “n’t” (103 / -



0,476 -> normally negative term), “all” (67 / -0,333 -> normally negative term), “what” (58 /
0,375 -> normally positive term), “so” (50 / 0,361 -> normally positive term), “way” (40 /0,148 ->
normally positive term), “love” (37 / 0,441 -> normally positive term)

The feature “n’t” as a negative form would be associated with negative sentiment and when you
check this feature in the confusion matrix for “data negative & prediction negative”, you get a
high frequency of 456.

Stretchy patterns added context, for example the feature “STRONG-POS [GAP] but” (9 times),
which puts into perspective a positive term: In the original text, this would fit to “...good
intentions, but”, “...great team, but”.

The other way round, if you look at “data negative & predicted negative” in the confusion matrix,
there are more features of this kind: “STRONG-POS [GAP] but”, “STRONG-POS [GAP] but the”,
“STRONG-POS [GAP], but”, “STRONG-POS [GAP] . but” etc. The feature “but” which stands alone
then has a weight of 0,147 which is so small that it indicates (in my understanding), that from this

word alone, you can’t predict if something is meant positive or negative.
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